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Abstract — Customer segmentation and lifetime value 

estimation are two areas of development today. Today, the 

business world works differently, so machine learning uses 

different algorithms and different models to increase 

business efficiency. The value of life measured by its 

results is the bond between the customer and the company, 

as well as the value of the customer for the company. The 

reason for choosing this project is to examine the 

predictive behavior of future personalization models. 

From the company's perspective, this model can be very 

effective in terms of customer relations. Both segmentation 

and LVP are good for strategy development in business. 

As the world continues to evolve with major changes in 

technology, it is only natural to do such a project. LVP has 

a lot of predictive power when evaluating the customer 

buying process and choosing the best services to offer to 

different customers. 

Current methods for estimating CLV involve developing a 

model that uses all customer-based inputs. This not only 

loses the granularity of the data, but also makes the 

marketing plan less effective from the customer’s 

perspective. This article focuses on the advantages of 

intelligently combining small models by focusing on 

separate models for different customers. This allows 

companies to effectively use customer data to make 

informed decisions. Using the data as an example, the 

proposed multi-project study where the learning 

experience is shared with relevant groups increases the 

CLV estimation accuracy compared to using a single 

model size with some minor modifications. Moreover, the 

same method reduces the standard deviation of the error 

when compared with a large sample. Most importantly, 

when the groups have different data to train, multiple 

learning models will outperform single-shot models, which 

is normally considered a more difficult task. These results 

show that multi-task learning can be more effective than 

existing business models and can be a better alternative to 

existing models.  
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I. INTRODUCTION 

Market segmentation is the process of identifying key groups 

with specific characteristics and behaviors in the overall 

market, allowing products or services to be managed to meet 

their needs. Currently, the RFM model proposed by Hughes 

(1994) is one of the most widely used methods in the business 

world to segment and analyze the value of customers. This 

approach is based on the nature, frequency and results of the 

measurement, which are considered as three important factors 

to reveal customer behavior and influence their future 

purchases. Using the RFM model, marketing managers can 

target valuable customers and then develop marketing 

strategies for them according to their value. The purpose of 

this article is to propose a Lifetime Value Estimation (LVP) 

model and customer segmentation, considering the data used 

to create the model and the algorithm used. The flow, which 

starts with a description of some tasks and some ideas to arrive 

at the customer lifetime value estimate and their future 

reasons. Our model contains input data from online stores 

where many customers have different identities, different 

products purchased from different sources, and different 

prices. 

In today‟s highly competitive environment, business people 

are under pressure to be more responsible in their business 

activities. Recent research on customer lifetime value (CLV) 

provides an important framework that clarifies marketing 

strategy for financial measurement. The framework evaluates 

how changes in customer behavior affect future customer 

outcomes or their benefits to the company. Although there are 

many recommendation methods, few consider customer 

lifetime value (CLV) and influence product recommendations. 

Businesses are increasingly aware of the importance of 

customer lifetime value. RFM (Recency, Frequency, and 

Monetary) method is generally used to measure CLV 

(Miglautsch, 2000; Kahan, 1998). In a competitive 

environment, determining the CLV or loyalty ranking of 

customers is important to help people make clear business 

decisions. Furthermore, the effect of CLV on referrals should 

be investigated to develop better marketing strategies. 

Recently, Liu and Shih (2004) proposed a weighted RFM-

based method (WRFM-based method) that integrates data 

mining to recommend products according to customer needs. 

The WRFM-based approach uses organizational policy mining 
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to determine policies recommended by consumer groups based 

on weighted RFM values. Their experiments show that the 

WRFM-based method outperforms the KNN-based CF 

method and can determine good rules to provide useful 

customer recommendations that are good or trustworthy in 

life. 

However, it is difficult to create policies that agree with less 

loyal customers. Similar to the WRFM-based method, the 

preference-based CF method can also be used by the mining 

authority to extract recommended rules from user groups 

based on their shopping preferences. The experiments of this 

research show that the preference-based CF method can 

provide some recommendations that the WRFM-based method 

cannot, thus improving the recommended message for less 

loyal customers. Therefore, this research leads to mixed 

results.‟ 

 

II. OVERVIEW 

Many studies have been done and published in this field. This 

study proposes to develop a rough system to check whether it 

will be useful for business management. This section only 

explores the problems or theoretical part of the operational and 

management model and also some ideas for the customer 

value group. 

1.Once the number of clusters was identified, a k-means 

clustering algorithm, which is a non-hierarchical method, was 

used. These analyses at the end provided further illustrations 

of using cluster method for market segmentation for 

forecasting. 

2. Random Forest model framework, seasonality and decay 

models. The lessons learned in building a customer lifetime 

value monitoring system for a large global ecommerce 

company. 

3. Many CRM researches pertain to develop a comprehensive 

model of customer profitability since the question „Who are 

profitable customers?‟ is a starting point of CRM. Many 

models have been researched to calculate LTV of a customer. 

Most of them focused on the future cash flow derived from the 

past profit contribution. 

4. Interpurchase Time Model, Purchase-Amount Model, 

Customer-Defection Model, NBD–Pareto model. 

5. Self-organizing maps (SOM) of neural network used for 

clustering and data visualization, SOM represent a good way 

of analyzing quantitatively the company‟s customer database 

no matter how big it is. 

6. WEKA, J48 decision tree, RF (random forest), multilayer 

perceptron (MLP), and sequential minimal optimization 

(SMO) classifiers. For predicting customer defection, each 

classifier has its best criteria. The J48 Decision Tree and SVM 

models were excellent due to compatibility with the data sets. 

7. SNA based algorithm, k means clustering and segmentation 

using groups. 

8. Synthetic Minority Oversampling with Nominal and 

Numerical Attributes for Lifetime Value. In non-contractual 

freemium settings, users can freely choose the number and 

size of their purchases of premium upgrades, examples are 

freemium games and dating. 

9. FCM clustering Customer segmentation, Customer 

relations, Customer lifetime value, Fuzzy AHP, Fuzzy c-

means, Fuzzy logics used. 

 

III. PROPOSE SYSTEM 

K-means algorithm 

Clustering is the process of grouping physical objects or data 

that are similar and different from objects in other groups into 

the same group. K-means is one of the well-known grouping 

algorithms, originally called the Forgy‟s method, and has been 

widely used in many fields such as data mining, data analysis, 

etc. Therefore, this work introduces a K-means algorithm to 

generate clusters based on behavior. The K-means algorithm 

used for classification is based on the mean of the objects in 

the cluster. MacQueen suggests using the term K-means to 

describe an algorithm that assigns each object to the cluster 

with the nearest center point (which we usually call the mean). 

Based on the above points, the calculation process of K-means 

is as follows: 

 

Step 1: Partition the items into K initial clusters. Firstly, 

partition the items (m objects) into K initial clusters.  

Step 2: Continue viewing the list. Assign an object with the 

closest centroid to the cluster (the distance is calculated using 

the Euclidean distance of the observation sample or without 

using the sample) and recalculate the centroid of the new 

products or missing products of the resulting cluster. 

Step 3: Repeat Step 2 until no more reassigning. Rather than 

starting with a partition of all items into K preliminary groups 

in Step 1, we could specify K initial centroids (seed points) 

and then proceed to Step 2. The final assignment of items to 

clusters will be, to some extent, dependent upon the initial 

partition or the initial selection of seed points. Experience 

suggests that most major changes in assignment occur with the 

first reallocation step. 

 

RFM model  

The RFM analytic model is proposed by Hughes (1994), and it 

is a model that differentiates important customers from large 

data by three variables (attributes), i.e., interval of customer 

consumption, frequency and money amount. The detail 

definitions of RFM model are described as follows:  

 

(1). Recency of the last purchase (R). 

R represents recency, which refers to the interval between the 

time that the latest consuming behavior happens and present. 

The shorter the interval is, the bigger R is. 

 

(2) Frequency of the purchases (F).  

F represents frequency, which refers to the number of 

transactions in a particular period, for example, two times of 
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one year, two times of one quarter or two times of one month. 

The many the frequency is, the bigger F is.  

(3) Monetary value of the purchases (M).  

M represents monetary, which refers to consumption money 

amount in a particular period. The much the monetary is, the 

bigger M is. 

 

The Pareto/NBD and BG/NBD models  
They predict future actions based on each customer‟s past 

purchasing behavior. Each customer needs 3 historical 

measurements (T), which is the time elapsed since the 

customer joined the company, the “frequency” x, which is the 

number of times the customer has made this transaction k 

times subsequently, and the “recency” tx, which is the time 

between the entry date and the last purchase date. The 

Pareto/NBD model is based on six assumptions:  

 

1) Customers go through two stages in their “lifetime” with a 

specific firm: they are “alive” for some period of time, and 

then become permanently inactive. 

2) While alive, the number of transactions made by a customer 

follows a Poisson process with transaction rate, an Improved 

BG/NBD Approach for Modeling Purchasing Behavior. 

3) Heterogeneity in transaction rates across customers follows 

a gamma distribution. 

4) A customer‟s unobserved “lifetime” of length τ is 

exponentially distributed with dropout rate μ. 

5) Heterogeneity in dropout rates across customers follows a 

gamma distribution. 

6) The transaction rate λ and the dropout rate μ vary 

independently across customers. 

 

Assumptions 2 and 3 give the Pareto distribution, and 

assumptions 4 and 5 give the NBD model. Although 

Pareto/NBD is a well-known model, it is difficult to apply due 

to the difficulties in calculating the measurement parameters. 

To overcome this problem, an alternative model to the 

Pareto/NBD model is called BG/NBD. The second model has 

the same assumptions as the Pareto/NBD model when 

modeling variables. On the other hand, the BG/NBD model 

does not maintain assumptions 4 and 5 because it is assumed 

that customers follow the Beta geometric distribution of the 

customer life cycle and people do not use immediately after 

purchase. Different from Pareto. In the NBD model, it is 

assumed that customers can interact at any time. Since the two 

models yield similar results in many purchasing environments, 

BG/NBD can be considered an interesting alternative to 

Pareto/NBD in many applications. 

Gamma-Gamma model 

Our model of spend per transaction is based on the following 

three general assumptions: 

• The monetary value of a customer‟s given transaction varies 

randomly around their average transaction value.  

• Average transaction values vary across customers but do not 

vary over time for any given individual.  

• The distribution of average transaction values across 

customers is independent of the transaction process. 

 

IV. METHODOLOGY 

The dataset is taken from a UCI Machine Learning Repository 

I.e. Online Retail Dataset. This Dataset include fields such as 

Invoice No, Stock Code, Description, Quantity, Invoice Date, 

Unit Price, Customer ID and Country. To understand 

methodology, it is important to be clear about the definitions 

of models used in this study.  

 

LTV = expected number of transactions *   revenue per 

transaction * margin 

Expected Number of Transactions were calculated by 

BG/NBD Model and revenue per transaction by Gamma-

Gamma model. 

Math notation for BG/NBD Model:  

X = x, t_x, T, where x is the number of transactions at some 

period of time (0, T], and t_x (<=T) is the time of the last 

purchase. 

Based only on these features, the model predicts future 

purchasing patterns of customers: 

P(X(t) = x) => probability of observing x transactions in the 

period t in the future.  

E(Y(t) | X = x, t_x, T) => expected number of transactions in 

the period for a customer with observed behavior. 

 

Math notation for Gamma-Gamma model : 

The customer has x transactions with z1, z2, … values, 

m_x = Zi/x is observed mean transaction value. 

E(M) is unobserved mean transaction value, 

E(M | mx, x) - expected monetary value of a customer giving 

his purchasing behavior. 

 

V. RESULT 

After implementation first we get recency, frequency and 

monetary values of each customer i.e. we got RFM Score.  

With the help of k means we got clusters points. 
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From BG/NBD model we get Expected Number of Transactions (pred_num_txn) 

 

 
 

From Gamma-Gamma model we calculated revenue per transaction. With the help of these we calculated customers Lifetime 

value (CLV) 

 

 
 

VI. CONCLUSION 

This study presents a method that combines the features of 

RFM and K-means methods to improve the classification 

accuracy while eliminating outliers to achieve good results. It 

can also improve some shortcomings of the data mining tool. 

In order to demonstrate the methodology, online sales data 

(including 401 events) collected by the company is used as 

test data in this study. As can be seen the proposed system has 

met the specified criteria in terms of accuracy regardless of 

outputs the process is said to understand the decision. The 

result of the proposed process is an easy-to-understand 

decision-making process that makes it easier for companies to 

understand and know which customer is more important and 
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which customers contribute the most to the company's 

revenue. 

In addition, this method based on RFM behavior and K-means 

algorithm helps companies analyze their customers. Based on 

these positive test results, it is believed that this study will 

help companies focus on the customer's business, thus 

obtaining the maximum benefit and achieving a win-win 

between the company and the customer. Based on the results 

of this empirical study, we conclude that the proposed method 

is more effective than the specified method in distributing 

customer cost to RFM features, K-means algorithm and our 

model. For future research, other data types such as financial 

markets or healthcare markets or even service markets can be 

considered to evaluate this process, or other customer value 

measures (other than RFM model) can be used as features to 

distribute customers. In general, we hope that the proposed 

method is general for the entire dataset rather than exclusive. 

 

VII. LIMITS AND FUTURE SCOPE 

In this article, we will not discuss the factors that make 

customers loyal or the reasons why customers continue to buy 

a particular brand. Previous studies have examined various 

determinants of customer loyalty, such as customer 

satisfaction, trust, brand equity, social products, and purchase. 

We focus only on the relationship between two customer 

metrics: customer loyalty and estimated lifetime value. The 

researchers used aggregate data and multivariate models to 

examine the effects of service quality, customer retention, and 

customer satisfaction on equity. Unlike LVP, customer loyalty 

is a macro-level indicator that can be used directly to 

understand how a company responds to marketing campaigns. 

Our analytical framework can be used as a basis for 

calculating customer loyalty. To do this, researchers need 

product exposure data to predict future purchases. Extending 

our work to loyal customers is an opportunity for future 

research. 
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